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Introduction

Kenya is located in East Africa and has an estimated population of over 43 million people.¹ The country has, according to recent estimates, 31.3 million mobile subscribers and 19.1 million internet users.²

Despite the country’s relative peace, Kenya has since 1975 fallen victim to a number of sporadic terrorist attacks. And, since the 2011 Kenya Defence Forces (KDF) incursion in Somalia,³ terrorist attacks in retaliation by groups such as Al Shabaab have increased, taking the form of grenade attacks or indiscriminate shooting, with the most recent incidents being the Westgate Mall siege,⁴ the Gikomba grenade attack,⁵ and the Mpeketoni massacre.⁶ These incidents have raised public concern over Kenya’s preparedness to combat terrorism.

In 2010, the country adopted a new constitution, which provides an expansive bill of rights, including, among others, privacy rights. However, the country still lacks dedicated privacy legislation following the state’s repeated failure to adopt the Data Protection Bill 2013.⁷ In 2012, parliament passed the much-criticised Prevention of Terrorism Act,⁸ which provides the legal framework for counter-terrorism activities.

This report seeks to assess the implications of the government’s response to terrorism through its proposal to introduce and adopt surveillance technology in major towns as a measure to avert future terror attacks.

Policy and political background

In its manifesto,⁹ the Jubilee Government, elected in March 2013, proposed the use of CCTV cameras in fighting crime and a “buy Kenyan” procurement policy as solutions to Kenya’s security problems. In this regard, in May 2014 it contracted Safaricom Limited¹⁰ to build the Integrated Public Safety Communication and Surveillance System (IPSCSS) to help security forces fight crime.¹¹

Opinion is divided – including in discussions on KICTANet¹² – on the appropriate ICT solutions to deal with the country’s rising security problems. Some support the introduction of a Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance (C4ISR) system, such as has been implemented in the US and Israel.¹³

However, some feel that technology alone is insufficient to counter terrorism.¹⁴ They argue that the government should sort out the basics and invest in police reforms, attitude and behaviour change, police communication, police coordination and response to crime, anti-corruption measures, forensics, and effective prosecution of cases.

The project proposed by the Jubilee Government has been criticised as a continuation of the now well-established government approach of unsuccessfully throwing technology at problems without a corresponding re-organisation of bureau-

---

¹ data.worldbank.org/country/kenya
³ The Kenya Defence Forces incursion into Somalia sought to quell the Al Qaeda-linked Al Shabaab militant group under Operation “Linda Nchi” (Protect Country).
⁴ This occurred in September 2013, resulting in the death of 67 people and the wounding of 175 people. Westgate Shopping Mall attack. en.wikipedia.org/wiki/Westgate_shopping_mall_attack
⁷ www.cickenya.org/index.php/component/k2/item/download/299_b3de9506b20338b036744adcd976f5a
⁸ kenyalaw.org/kl/fileadmin/pdfdownloads/Acts/PreventionofTerrorism_N0030f2012__doc
¹⁰ The leading mobile telecommunication network operator in Kenya. www.safaricom.co.ke
¹² Online discussion on Security Situation in Kenya. www.kictanet.or.ke/?p=20030
¹³ Ibid., Gichuki John Chukusinia via KICTANet.
¹⁴ Ibid., John Walubengo via KICTANet.
The proposed surveillance project

The IPSCSS\(^{17}\) will result in the installation of 1,800 CCTV cameras with face and motor vehicle number plate recognition capabilities in strategic locations in Kenya’s two big cities of Mombasa and Nairobi; setting up a command and control centre where footage from the CCTV cameras and handheld devices will be relayed in real time; a video conferencing system connecting 195 police stations; with high-speed internet; the development of a 4G LTE\(^{18}\) network for the police with 80 base stations; supplying the police with 7,600 radio communication devices with SIM cards and photo and video capability; and linking 600 police vehicles to the command and control centre.

The goal of the project is to, among other things, enable security agents to communicate better and boost their capacity to fight terrorism.\(^9\) The government has also put in place a National Cyber Security Strategy\(^{20}\) to counter the ever-evolving cyber threats.

Safaricom Limited was single-sourced to develop the project, expected to cost 14.9 billion shillings (USD 169.6 million),\(^{22}\) which will go up to 18.8 billion shillings (USD 214 million) after taxes.\(^{22}\) Safaricom is expected to provide maintenance and support over a five-year period at a cost of 440 million shillings (USD 5 million) annually.\(^{23}\)

The project has caused a lot of controversy. It has emerged that it is similar to a previous controversial tender, which was cancelled, pitting Chinese firms Huawei and ZTE against each other. These firms are currently embroiled in litigation over the issue.\(^{24}\) Further, the decision to single-source the tender and award it to the mobile provider Safaricom has resulted in the suspension of the project by the Kenyan National Assembly’s Committee on Administration and National Security. This is due to queries over the project cost, the choice of Safaricom as the supplier, its technical capacity, and its foreign ownership. Other queries relate to the opaqueness of the procurement and possible violation of procurement law, corruption allegations, and the secrecy, speed and purported urgency of the procurement.\(^{25}\)

Implications of the proposed surveillance project

This section focuses on the implications of the proposed surveillance project, and, more particularly, the impact that the use of CCTV with facial recognition technology has on privacy rights guaranteed in the Constitution of Kenya.

Facial recognition technology enables the identification or authentication of individuals by comparing their face against a database of known faces and searching for a match.\(^{26}\) The process requires a computer to find a face in the image, and then create a numeric representation of the face based on the relative position, size and shape of facial features. Thereafter, the numeric “map” of the face in the image is compared to a database of images of faces, such as a national identification database.

---


\(^{18}\) https://sites.google.com/site/itlencyclopedia/home


\(^{21}\) Calculated at a rate of 87.94 Kenyan shillings (KES) per 1 USD.


The use of such technologies is on the increase, and there is now widespread use and application in law enforcement, border control, the military, casinos, on mobile phones, and on social media sites such as Facebook. However, there are still concerns over the introduction of CCTV cameras with facial recognition capacity in fighting crime in Kenya.

Article 31 of the Constitution of Kenya provides for the right to privacy, which includes the right for a person not to have their person, home or property searched; their possessions seized; information relating to their family or private affairs unnecessarily acquired or revealed; or the privacy of their communications infringed on. Further, Article 24 provides for the limitation by law of a right or fundamental freedom, but only to the extent that it is reasonable and justifiable in an open and democratic society based on human dignity, equality and freedom, taking into account all relevant factors.27

Section 35 of the Prevention of Terrorism Act limits the constitutional right to privacy, but only for purposes of investigating acts of terrorism; the detection and prevention of a terrorist act; and ensuring that the enjoyment of rights and fundamental freedoms by an individual does not prejudice the rights and fundamental freedom of others.

The proposed Data Protection Bill, 2013, does not recognise images or video recordings of an individual as personal data. However, the bill reinforces the right to privacy and provides best practices and principles in data protection compliance, and regulates the collection, retrieval, processing, storage, use and disclosure of personal data. In these circumstances, the introduction and use of facial recognition technology in the absence of clear regulation means there is hardly any protection from the abuse of collected images.

The government has maintained that the legitimate aim of the project is to enable law enforcement to identify terrorists. However, this goal presupposes the knowledge of the identity of the terrorists, which is debatable. As a result, the use of the technology opens the system up for abuse and application in a manner that is discriminatory. Even before the introduction of CCTVs, Kenyan police conducted raids targeting persons of either Somali heritage, Muslim faith or both. The unregulated use and disclosure of personal data. In these circumstances, the introduction and use of facial recognition technology in the absence of clear guidelines and safeguards, can abuse the system, and without any legitimate reason or cause, covertly use facial recognition on anyone without their permission, without any meaningful transparency or accountability, and for unjustified purposes for which the system was not originally intended.

Additionally, the technology will allow the state to tap into the existing databases and use facial recognition to identify people using their national identification records or the Independent Electoral and Boundaries Commission biometric voter register.

It should be noted that there is no independent public oversight body to regulate how the information collected will be managed. While the Independent Policing Oversight Authority29 has been established, it has a limited mandate that focuses on investigation of complaints related to disciplinary or criminal offences committed by members of the National Police Service, and can only make recommendations based on its findings. Further, while the Data Protection Bill proposes to confer to the Commission on Administrative Justice the mandate and responsibility to enforce its provisions, the bill is yet to be passed and the Commission cannot therefore assume such functions.

27 The relevant factors include, among others: the nature of the right, purpose and extent of limitation; the existence of less restrictive means to achieve the purpose; and the need to ensure the enjoyment of rights does not prejudice the rights of others.

29 ipoa.go.ke/index.php/functions-of-authority
Lastly, the fact that Safaricom, which is Kenya's largest telecommunications service provider, is building the system raises doubt about the integrity of the system, the company's independence, and the apparent conflict of interest. The company has over 20 million subscribers\(^30\) whose personal information it keeps pursuant to laws requiring SIM card registration. There are fears that its role in the development of the system may compromise its independence, including that of its network. There are also worries that Safaricom will enable law enforcement to easily access its database of users to match with the facial recognition data. The company in recent times came under sharp criticism for disclosing personal information to third parties as part of its bulk SMS services, despite clear provisions to the contrary in its terms and conditions.\(^31\)

**Conclusions**

It is important to note that despite the presence of constitutional guarantees on the right to privacy, the absence of a proper policy and legislative regime for privacy protection means that the use of facial recognition technology in surveillance will result in serious implications for privacy and personal safety and lead to the violation of fundamental rights and freedoms. Therefore, it is time for laws that limit the use of facial recognition data collection.

A report\(^32\) by the US National Academy of Sciences has concluded that biometric recognition technologies are inherently probabilistic and fallible. In addition, according to the Surveillance Studies Centre at Queen's University in Ontario, Canada, urban surveillance systems have not been proven to have any effect on deterring criminals.\(^33\)

Whereas fears over insecurity have led to different sectors of society welcoming the introduction of the project, it must be stated that technology alone is insufficient to deal with crime. It can only be used to complement other initiatives by law enforcement to fight crime. Facial recognition technologies are not always foolproof or accurate. And as such, they ought to be designed and implemented with not only this in mind, but also with consideration to the social, legal and cultural factors that can affect the effectiveness and acceptance of the systems.

**Action steps**

Moving forward, the following are recommended:

- The Data Protection Bill 2013 should be amended to take cognisance of facial recognition technologies, and its adoption fast-tracked.
- There is a need for clear regulations and safeguards on the collection, access, retrieval, processing, storage, use and disclosure of personal data, including biometric information. This includes legislation that governs intermediaries.
- The proposed surveillance project should not start before the adoption of proper privacy safeguards, including the Data Protection Bill.
- A comprehensive privacy impact assessment should be conducted before developing and purchasing new technologies that will collect personal information including biometric data.
- The CCTV cameras should be located only in public spaces.
- Mechanisms should be put in place to regulate all state security, intelligence, policing, and other law enforcement agencies, to ensure they observe the rule of law and are transparent and democratically accountable.

---

\(^{30}\) About Safaricom, Safaricom, www.safaricom.co.ke/about-us/about-safaricom

\(^{31}\) Terms and Conditions, Safaricom. www.safaricom.co.ke/about-us/about-safaricom/terms-conditions
