Artificial intelligence: Human rights, social justice and development

Artificial intelligence (AI) is now receiving unprecedented global attention as it finds widespread practical application in multiple spheres of activity. But what are the human rights, social justice and development implications of AI when used in areas such as health, education and social services, or in building “smart cities”? How does algorithmic decision making impact on marginalised people and the poor?

This edition of Global Information Society Watch (GISWatch) provides a perspective from the global South on the application of AI to our everyday lives. It includes 40 country reports from countries as diverse as Benin, Argentina, India, Russia and Ukraine, as well as three regional reports. These are framed by eight thematic reports dealing with topics such as data governance, food sovereignty, AI in the workplace, and so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that were not easily possible before, this edition of GISWatch highlights the real threats that we need to pay attention to if we are going to build an AI-embedded future that enables human dignity.
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Introduction
Public sector institutions in Tunisia are open to harnessing the potential of artificial intelligence (AI) to promote policies for sustainable and equitable development, without forgetting the challenges posed by this emerging technology. In 2015, the government embarked on a series of public sector reforms to improve government operations and to meet the needs of citizens. It also recognises the need for further public sector reforms through the implementation of an accountable public finance management information system (PFMIS), and is proposing the introduction of AI in the current financial system, which has been identified as one of the areas most vulnerable to corruption.1

Public sector reforms and AI
In 2016, the government set out its vision for AI, among other imperatives, in a strategy document detailing a five-year development plan for Tunisia (2016-2020). This strategy document was later supplemented by the government’s economic and social roadmap for 2018-2020.2

The economic and social roadmap for 2018-2020 seeks to accelerate the reforms started under the five-year development plan two years earlier. The aim of the development plan is to guarantee human rights, as well as social and economic growth in Tunisia.3 Furthermore, the UNESCO Chair on Science, Technology and Innovation Policy, in partnership with the National Agency for Scientific Research Promotion, set up a task force to unlock Tunisia’s AI potential.4 The primary goal of the task force is to facilitate the emergence of an AI ecosystem that acts as a strong lever for equitable, sustainable development and job creation.

The Ministry of Finance is in the process of undertaking fundamental reforms in public finance management. In tandem, it is revising and improving its legal framework governing financial controls and improving transparency policies in managing public finances.5 To complement these reforms, the government financial system also seeks to integrate its disparate financial and accounting systems to improve administrative and budgetary transparency, as well as to adapt its control structures to a more systematic approach.

However, the pace of AI use has been slower than anticipated. Areas such as multi-year fiscal planning, managing investments, public financial accounting and reporting require a complex AI infrastructure that takes time to set up.

AI application in the public finance management information system (PFMIS)

The PFMIS consists of core sub-systems that provide the government with the necessary information to plan, execute and monitor public finances.6 The scope and functionality of the PFMIS include fraud detection, budget efficiency and financial analytics.7

By leveraging a mix of machine learning, big data and natural language processing techniques, AI is helping the auditors and finance officials at the Ministry of Finance deal with the massive amounts of data that need to be processed in line with the transparency and accountability requirements of their fiduciary responsibilities to the Tunisian

---

3 World Food Programme. (2017). Draft Tunisia Country Strategic Plan. docs.wfp.org/api/documents/40c35cf3-4055-4588-9c89-e3e59ac6a483/download
taxpayers, which in turn will help restore the public's trust in the government.

Below I consider the application of AI in the detection of fraud, budget efficiency, and financial analytics, and how AI applications can restore citizen trust in the Ministry of Finance through creating fiscal accountability that guarantees development, social justice and human rights.

Detection of fraud

Tunisia is the only country in the Middle East and North Africa (MENA) region to publicly publish its annual budget and audited financial reports. This approach has been attributed to the open government movement and has been seen by many as a citizen-inclusive approach to solving the problem of corruption. Opening the annual budget and published financial reports to the public has allowed Tunisian citizens of having to reveal their identity early on in the investigative process, and not resulting in them being unnecessarily exposed.

Budget efficiencies

AI has the ability to dramatically improve the efficiency of developing the national budget, and its usability, by ingesting large amounts of financial data from different sources. The Ministry of Finance is also testing the use of AI in risk assessments of all transactions against current and past data. In addition, the ministry is producing reports that allow auditors and financial officers to gain better insight into the use of financial data and take corrective actions accordingly.

With the application of AI, the ministry could load and analyze financial data for public review, thereby applying the open government standard of transparency. The algorithms they are using could also be made available for public review. In addition, the application of AI in the finance department will help to direct the limited resources to the departments that need them most, instead of burning resources using round-robin audit approaches and a random sampling of transactions for review.

Financial analytics

The Ministry of Finance is testing the use of both supervised and unsupervised algorithms to categorize all the financial transactions loaded onto its financial platform. Supervised algorithms are based on trained data using known patterns of fraud that are provided by forensic accountants. Unsupervised algorithms are special, because they are developed to allow the data to speak for itself, meaning that transactions are clustered into neighbourhoods of similar transactions accordingly.

---

9 https://www.huffpost.com/2014/01/16/tunisie-open-government_n_460845.html
10 https://www.webopedia.com/TERM/A/API.html
11 https://www.educba.com/financial-analytics
12 How spending occurs, and how this can be evaluated, reviewed, etc.
numbers that are interesting to accountants, for example, when they make rare connections between two accounts.¹⁸

These algorithms can also help the ministry to identify transactions that fall outside neighbourhoods of numbers, called outliers.¹⁹ Both supervised and unsupervised algorithms run with standard accounting rules and statistical techniques, such as Benford’s Law,²⁰ which allows every transaction in a financial ledger to be scored.²¹ The data is also indexed for rapid search capabilities.²²

*Training in AI*

The United States Agency for International Development (USAID) has funded a project called Fiscal Reforms for a Strong Tunisia (FIRST).²³ The FIRST project supported the Ministry of Finance in enhancing its capacity to develop and deliver tax policy and other fiscal reforms using AI and general algebraic modelling system (GAMS) software.²⁴ Ministry of Finance officials were trained in using the computable general equilibrium (CGE) model.²⁵

*Restoring public trust*

The inability of the Ministry of Finance’s audit departments to analyse 100% of its financial data has been a major factor in its inability to spot financial anomalies. While fraud hotlines and open data techniques are a step in the right direction, AI offers an opportunity for the ministry to actively pursue the detection of financial anomalies before even whistleblowers need to act.

Private sector audit firms in Tunisia are already turning to platforms developed by start-ups specialising in AI technology development, such as InstaDeep. InstaDeep raised USD 7 million in funding from AfricInvest and Endeavor Catalyst to expand the use of AI in the public sector by delivering AI products and solutions.²⁶

The ministry has also used an AI auditor in their accounting system. This is a promising measure to help Tunisian taxpayers advocate for their human rights for an accountable and transparent tax collection system. Citizens are already becoming aware of the benefits of AI in Tunisia, and are demanding the use of AI at all levels of government to help in the detection of fraud, errors and omissions in financial data and tax collection procedures.

While the adoption and implementation of reforms using AI in public finance has been slow, there is a hope that the government of Tunisia will conduct public consultations with respect to the modification of policies, laws and regulations concerning the use of AI. This is also an opportunity for civil society and the private sector to have their say on the development of new AI policies and approaches in the country.

*Action steps*

The following steps are necessary in Tunisia to support the deployment of AI technologies:

- The government should help AI start-ups raise funds to boost their role in using different advanced machine-learning techniques, including deep learning. Funding will also help them to scale their AI developments and take their products to market.

- The private sector can offer a set of different AI products and solutions including optimised pattern-recognition, GPU-accelerated analytics, and self-learning decision-making systems. AI solutions are currently being used in different industries including logistics, automation, manufacturing and energy.

- Civil society organisations should participate in cutting-edge research in AI in order to encourage a human rights focus to the development of AI. Civil society can also raise awareness of the benefits and challenges in using AI in both the public and private sectors.

---


²⁰ Benford’s Law can often be used as an indicator of fraudulent data.
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