Artificial intelligence: Human rights, social justice and development

Artificial intelligence (AI) is now receiving unprecedented global attention as it finds widespread practical application in multiple spheres of activity. But what are the human rights, social justice and development implications of AI when used in areas such as health, education and social services, or in building “smart cities”? How does algorithmic decision-making impact on marginalised people and the poor?

This edition of Global Information Society Watch (GISWatch) provides a perspective from the global South on the application of AI to our everyday lives. It includes 40 country reports from countries as diverse as Benin, Argentina, India, Russia and Ukraine, as well as three regional reports. These are framed by eight thematic reports dealing with topics such as data governance, food sovereignty, AI in the workplace, and so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that were not easily possible before, this edition of GISWatch highlights the real threats that we need to pay attention to if we are going to build an AI-embedded future that enables human dignity.
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Introduction

Latin America has a long history of surveillance states supported by weak democracies. Strategies for authoritarian governance have always included spying on civilians and political opponents. While technology has helped society become part of an interconnected world, it has also led to more intensive surveillance practices.¹

This report discusses the use of artificial intelligence (AI) for profiling the electorate and tailoring campaign messages using social media. Taking the 2019 elections in the capital Quito as an example, it argues that AI is being used to polarise society as a political strategy to get elected. There is, as a result, a lack of real information available to inform the voting public.

This potential to influence election outcomes is increased when voting is mandatory, and voter turn-out is therefore largely predictable. By simultaneously drawing on government data gathered about citizens, AI becomes a powerful influencer in shaping democracy. However, this undermines the constitutional right to free and fair elections, as the rule of law is overthrown by the rule of Twitter, Facebook and WhatsApp.

A surveillance state

The International Principles on the Application of Human Rights to Communications Surveillance² (adopted in 2014) define the concept of “communications surveillance” as the process of “monitoring, intercepting, collecting, obtaining, analysing, using, preserving, retaining, interfering with, accessing or similar actions taken with regard to information that includes, reflects, arises from or is about a person’s communications in the past, present, or future.”³ The problem starts when surveillance technologies are available and used when the state’s basic survival is at risk. Ecuador was one of the first countries in the region to use surveillance technology, and was the first in the region to adopt facial recognition technologies.⁴ In a context where social media platforms like Facebook and Twitter have become tools for social and political control, Ecuador also has one of the many governments that spend significant resources and employ large numbers of people to generate content online in an attempt to shape the opinions of both local and foreign audiences.

What is known as “public information” involves private data, which is collected and stored on an ongoing basis by state agencies. The state now has an accurate x-ray of the population in Ecuador – almost 18 million people as of 2018 – including, through the monitoring of social media, of their desires.

There is a dramatic increase of the surveillance of communications by states. This is happening without adequate transparency, nor information being made available to people about the surveillance or use of the data. Communications metadata and regular content displayed on a citizen’s social media profiles create a detailed picture of an individual’s life, including medical conditions, political and religious viewpoints, associations, interactions and interests.

Like most new technologies, AI has the potential to increase existing problems, reinforce structural inequalities, and superimpose biases. There is also potential for good. However, what we see in countries that experience constant political protests and unrest, which are part of democracy, is a great potential for intrusion into a citizen’s life and the chilling effects this has on how democracy is enacted.

² https://necessaryandproportionate.org/principles
³ Ibid.
⁴ Human Rights Watch has issued several reports on the dangers of surveillance technologies such as face recognition. See, for example, the joint letter to Google published on 15 January 2019 at: https://www.hrw.org/news/2019/01/15/letter-google-face-surveillance-technology
The Ecuadorian government purchased the latest surveillance technology from China in 2014. While, as mentioned, Ecuador was the first Andean country to have a facial recognition system in place, the extent of its surveillance only became apparent when several newspaper reports were published, particularly in *The New York Times.*

### The use of social media for propaganda: A threat to democracy

During Rafael Correa’s government (2007-2017), trolling became a standard practice on social media and became a part of the public institutional design. There are reports on state-sponsored troll farms that were initially fostered by Correa’s government. They revealed efforts to skew public opinion in favour of its policies and actions for more than a decade. Correa and his supporters even continued this practice after Lenin Moreno’s election in 2017. For example, the Secretariat of Communication said that institutional Twitter and Facebook accounts created by the former government, such as Enlace Ciudadano (Citizen’s Link), were used to disseminate information that was not authorised by the current administration. Political campaigns in Ecuador are tightly controlled by the Electoral Council that oversees all political campaigning using traditional media. The law governing elections and political campaigning requires political actors to stop campaigning two days before an election.

However, social media and the internet are excluded from these regulations. The exclusion of social media is important for freedom of expression, but it also allows hate speech among candidates to proliferate and the dissemination of disinformation. This is an important deficiency in the law in a country where internet penetration is around 70%, and about 90% of Ecuadorians use a mobile phone.

“Cyber troops” or troll farms are government, military or political party sponsored individuals or groups committed to manipulating public opinion using social media. Added to this is the potential to surveil social media and to build maps of the political and other preferences of the electorate, based on where and how they live and their socioeconomic demographics.

These tactics were also used in elections in countries such as Brazil and the United States with some success by right-wing politicians who managed to fuel the socio-political differences in their countries. The amount of data compiled on social media has inevitably worked to the detriment of civil rights and is now dangerously available without any control or civil supervision. Pattern recognition technology has made it easy for government officials to respond quickly to political crises, or to election result forecasts, in a targeted and effective way.

### The 2019 mayoral elections in Quito

With some exceptions, voting is mandatory in Ecuador. Since 2009, electoral districts have been clearly demarcated, together with citizen registration information. Although gerrymandering is not legal, the demographic divisions of these districts allow for focused campaigning and influencing of the electorate – a potential which is now substantially greater given the surveillance of social media. Social media has become an invaluable open source resource for researchers and political advisors.

Quito, the country’s capital, is one of the largest electoral districts, with over two million registered voters. What happened in the 2019 mayoral elections in the city is the latest evidence of how the mixture of data mining and machine learning can determine the outcome of an election, given mandatory voting and the detailed knowledge of the demographics and desires of voters in districts. Table 1 presents data from the 2019 elections in Quito, where the electoral outcome shows a narrow percentage of votes among all mayoral candidates.

---


9 The Organic Electoral Law states: “Forty-eight hours before the day of the elections and until 5:00 pm on the day of voting, the dissemination of any type of information provided by public institutions is prohibited.” This includes publicity, opinions or images published by traditional media outlets that encourage voters to favour a particular party. Failure to comply with these provisions results in penalties according to article 277 of the same law. https://docs.ecuador.justicia.com/nacionales/leyes/ley-electoral.pdf

10 Voting is optional for Ecuadorians between 16 and 18 years of age or over 65, people living abroad, members of the armed forces and national police in active service, people with disabilities, illiterate people, and foreigners aged 16 and up who have resided legally in the country for at least five years and are registered to vote (Article 207, Organic Electoral Law).
These percentages are represented in Figure 1, which shows how the different neighbourhoods in Quito ended up voting along economic divides in the city. For example, the main north and central district is known as a middle- and upper-class neighbourhood, while the south and the northernmost part of Quito are known as working-class neighbourhoods with some areas that have distinctive poverty issues. All of the neighbourhoods were led by the three major candidates.

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Number of votes</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jorge Yunda</td>
<td>296,096</td>
<td>21.39%</td>
</tr>
<tr>
<td>Luisa Maldonado</td>
<td>255,007</td>
<td>18.42%</td>
</tr>
<tr>
<td>Cesar Montúfar</td>
<td>234,442</td>
<td>16.93%</td>
</tr>
<tr>
<td>Paco Moncayo</td>
<td>246,142 (higher turnout due to the electorate from rural parishes)</td>
<td>17.78%</td>
</tr>
</tbody>
</table>

Jorge Yunda was initially a candidate from the ruling party (Alianza País) and then ran with another party (Unión Ecuatoriana) that supported Alianza País. Eventually, he won the election with just 21.39% of the vote overall. While this can suggest problems with the electoral divisions, and the fact that many candidates were in the race for the position, social media information dissemination strategies by the candidates made it easier for the contenders to succeed by a very narrow margin. The clever use of social media for political campaigning proved effective for Yunda, who benefited from a very fragmented electorate.

Micro segmentation of audiences has been a long-time political strategy when it comes to online media – and there are numerous applications that make this possible. Segmentation offers a targeted profile of the type of person to whom an advertisement can be directed. This allows for focused campaigning in the context of a widely fragmented electorate. Data mining is easy when there are several different kinds of databases available to political actors. There is a wide array of user-friendly data mining apps available to amateur political advisors and even community managers of politicians. Most of them offer a varied range of information regarding the public’s use of social media. Both segmentation and data mining are used effectively when cross-referenced with mandatory voting where voter turnout can be largely predicted.

The election of Yunda as the mayor with only 296,096 votes is a clear indicator that a clever combination of data mining and machine learning can determine the outcome of an election. The question is raised, however, whether this results in a legitimate election.


12 Apps such as TweetDeck, Twitonomy and others. Each of them offers a paid option with more features. AI and machine learning are not as easy, but most training algorithms are available to the public with the use of R, a programming language and environment used for statistical computing, and its numerous support communities.
Conclusion

Mandatory voting combined with the intensive use of machine learning and data mining has become fundamental to political campaigning in Ecuador. It has made voting patterns more predictable, and therefore more open to manipulation. The Quito mayoral elections are a cautionary tale of how the source of citizens’ information is used and the dangers of having it moulded according to someone else's agenda.

Action steps

Appropriate data laws are necessary for citizens to take back control of their data, and to control the use of AI and data mining that impacts on their everyday lives. In particular, laws that govern the use of social media and personal online data for electoral campaigns need to be developed. Here the International Principles on the Application of Human Rights to Communications Surveillance, which lay the foundation for a framework for privacy, should be drawn on. Unfortunately, they are inadequate due to the immense amount of data harnessed by the state.

Awareness needs to be raised so that citizens understand how critical political discourse is shaped by political figures, particularly during an election. As it is, the system allows for citizens to be manipulated, and requires us to be constantly vigilant in order to overcome the attempts to control and shape our own political viewpoints, and ultimately to control democracy.

---

13 https://necessaryandproportionate.org/principles
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